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ABSTRACT
Text Classification has a variety of applications in the pickup and
delivery services industry where customers require one or more
items to be picked up from a location and delivered to a certain
destination. Categorizing these customer transactions helps under-
stand the market needs and trends while also assisting in building
a personalized experience for each customer segment. In this pa-
per, each transaction is accompanied by a free text description
provided by the customer to describe the products to be picked
up and delivered. These descriptions tend to be short, incoherent
and code-mixed (Hindi-English) text.Here, we focus on a specific
use-case where each customer transaction can be mapped to a
single product category. We propose a cost-effective transaction
classification approach based on proxy-labelling and knowledge
distillation using the transaction descriptions provided by the cus-
tomer. We introduce R-ALBERT, a model trained with RoBERTa as
the “teacher” and ALBERT (33x fewer parameters than RoBERTa) as
the “student”. Further, we benchmark R-ALBERT on a large internal
dataset as well as the 20Newsgroup dataset. We see that our model
shows a 2% increase in performance with 33x fewer parameters.
The model is currently deployed in production and is helping un-
derstand the customer behaviour across product categories and
customer segments.
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1 INTRODUCTION
Text classification is a classical problem in Natural Language Un-
derstanding (NLU) with applications in Question Answering [15],
Sentiment Analysis [38], Intent Classification [21] and many other
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similar tasks. The advancement in machine learning has enhanced
the scale of adaption of such capabilities to enable richer customer
experience. However, applying these capabilities in an industry
setting, particularly in a supervised setting, can prove to be chal-
lenging. More concretely, typical supervised settings demand the
availability of abundant high quality labelled training data. Man-
ually labelling this data can be expensive. Thus, weaker forms of
supervision [26, 27, 31] was explored to label data in a cost effec-
tive manner. In this regard, semi-supervision [20] has proven to be
particularly useful in generating proxy labels for unlabeled data,
given the availability of a relatively smaller set of labelled data.

Deep Learning models achieve state-of-the-art results on
GLUE [40], RACE [17] and SQuAD [29, 30] benchmarks. With
the advent of Transfer Learning [37], large deep learning based
models perform well even with access to minimal training data.
However, memory and inference time constraints make deploying
such models challenging in a real-time, resource constrained indus-
try setting [7]. As a result, various techniques have been explored to
perform model compression [7] with minimal loss of information.

In this paper, we consider a text classification use-case specific
to pickup and delivery services, where customers make use of short
phrases to describe the products to be picked up from a certain
location and dropped at a target location. Table 1 shows a few ex-
amples of the descriptions used by our customers to describe their
transactions. Customers tend to use short code-mixed (using more
than one language in the same message1) and incoherent textual
descriptions of the products for describing them in the transac-
tion. These descriptions, if mapped to a fixed set of categories, will
help assist critical business decisions such as - enhancing the cus-
tomer experience on the platform, understanding the importance
of each category and issues faced in them, demography driven
prioritization of categories, launch of new product categories and
more. Furthermore, a transaction may comprise of multiple prod-
ucts which adds to the complexity of the task. In this work, we
focus on a multi-class classification of transactions, where a single
majority category drives the transaction.

Due to the incoherent and code-mixed nature of the transaction
descriptions, we explored supervised classification of transaction
types and this required labelled training data. The training data
used in this paper was labeled manually by subject matter experts
(SMEs). This was proving to be a very expensive exercise, and hence,
necessitated exploration of weak labelling strategies to ensure cost
effective development of models. Our experiments with multiple
Deep Learning models revealed that RoBERTa ([22]) was the best
performing model for our task. However, owing to the large number
of parameters, it was not feasible to deploy this model at production

1In our case, Hindi written in roman script is mixed with English
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Transaction Description Category
"Get me my lehanga"
Translation : Get me my skirt

Clothes

"Buy a 500gm packet of Whole grain
Atta"

Grocery

"Get a roll of paratha" Food
"Mera do bags leaoo"
Translation : Bring two of my bags

Package

Table 1: Samples of actual transaction descriptions used by
our customers along with their corresponding categories as
labelled by the subject matter experts (SMEs).

scale. Furthermore, we observed that the lighter versions of BERT
such as ALBERT (base) [18, 41] though production friendly did not
match the performance of RoBERTa.

To address the challenges described above, we showcase: a) an
approach that leverages proxy labelling via semi-supervision to
reduce the manual labeling cost and, b) also explore knowledge
distillation to build a smaller model (in terms of numbers of param-
eters) that matches the performance of the SOTA heavier models
such as RoBERTa. The key contributions of this paper are:

• Weak Labelling: A proxy labelling framework based on
semi-supervised learning to reduce the cost of labelling data.

• Knowledge Distillation Framework: Training a light-
weight model (33x lesser parameters) with the help of weak
labels, which is able to match the performance of a much
heavier model.

2 RELATEDWORKS
Text classification problems with code-mixed inputs have been
studied and transformer based models perform well on bench-
marks [4, 23] like TREC-6 [39] and DBpedia [2].

Weak labeling of data Text classification based on proxy
labelling has become a popular practice to achieve low cost model
training. [11] explored approaches based on topic modelling
to predict labels for documents. Our problem setting involves
short transaction descriptions that do not perform well with
standard topic modelling techniques. [19] worked with unlabeled
data by identifying a minimal set of seed word based pseudo
labels for documents and trained a Naive Bayes model using
semi-supervision. Our problem setting is focused on leveraging
manually tagged data as well as unlabeled data to improve the
performance of the model. [42] proposed a semi-supervised
pipeline leveraging unlabeled data to improve performance of
state-of-the-art (SOTA) models in image classification. We extend
this idea to an NLP problem setting focused on improving the
performance of BERT-based models. [25, 43] explore self training
where a model’s own predictions on unlabelled data are leveraged
to expand the training data. We apply a similar approach with the
difference that our light weight model learns from state-of-the-art
heavier models. There are many more promising approaches
based on semi-supervision [33] such as Co-training [3] and
Tri-training [45] which integrate seamlessly with our proposed
framework. We plan to experiment with these variants of proxy
labelling in future work.

Model Compression The larger size of the models exacerbates
the challenge of deployment with limited resources [5, 34]. Multiple
methods like quantization [44], pruning [10], distillation [14, 35]
and weight sharing [13] are used to mitigate this issue. All these
methods have shown varying degrees of success compared to
the performance of the base model from which they are derived.
[12] studied how a model can be used to label unlabelled data and
make use of the model predictions for training using a combination
of loss functions. In this paper, we consider BERT-based models as
the teacher and the student.

3 METHODOLOGY
Our approach is focused on leveraging proxy labelling and knowl-
edge distillation to build a highly accurate classifier with reduced
cost of training and deployment. We trained a model using man-
ually labeled data, and called it as the “teacher”. We then passed
the unlabelled data through this teacher model and used the pre-
dictions as the corresponding labels for the data. The manually
labelled data combined with the proxy labelled data was then used
to train a “student” model. In this paper, we experiment with two
student model training strategies and choose the one that achieves
the highest F1 score on our validation set. Figure 1 shows a high
level system overview.

Figure 1: High level overview of the process of Knowledge
Distillation using Proxy-Labelling

Cross entropy as the loss function with hard labels In this
approach, we leveraged the teacher model to obtain weak labels for
unlabelled data. For a given sample we assigned the most confident
prediction from the teacher as its label. Concretely, the softmax
output probabilities for each sample were converted into one hot
encodings considering the class with highest probability as the
true label.

KL Divergence as the loss function with soft labels Sim-
ilar to the previous approach, we leveraged the teacher model
to obtain weak labels on the unlabelled data. But instead of one
hot encodings, we considered the probability distribution of the
predictions as the labels for the samples. In other words, we per-
formed semi-supervision while ensuring to replicate the teacher’s
behaviour when labelling the samples. Here, we made use of KL
divergence [16] loss instead of Cross Entropy loss.
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4 EXPERIMENTS
Dataset The initial labelled training data comprised of 41,539 cus-
tomer transactions sampled from September to December (2019)
time frame - only thsse transactions that had an associated transac-
tion description provided by the customer. The samples were manu-
ally annotated by a team of three SMEs andmapped to one of the ten
pre-defined categories. The list of categories considered are as fol-
lows: {’Food’, ’Grocery’, ’Package’, ’Medicines’, ’Household Items’,
’Cigarettes’, ’Clothes’, ’Electronics’, ’Keys’, ’Documents/Books’}. Ad-
ditionally, we considered 285,235 unlabelled customer transactions
sampled from January to April (2020) for the proxy labelling experi-
ments. For benchmarking the performance of different classification
approaches, we used manually labeled 20,156 customer transactions
from April (2020) to construct a validation dataset. This validation
set, containing 20,156 samples, was not used for the proxy labelling
experiments (or any other experiments).

Training the Teacher model In the first step, we trained mul-
tiple models using the Train dataset and validated on Validation
dataset to identify the candidate teacher model for our Knowl-
edge Distillation framework - we considered XgBoost [6, 28], BiL-
STM [1, 9], ALBERT [18] and RoBERTa [22]. Table 2 shows the
F1-scores for different models considered for this experiment. We
observed that ALBERT and RoBERTa outperform BiLSTM and Xg-
Boost, and RoBERTa outperformed ALBERT. Therefore, RoBERTa
was chosen as the teacher model for the next set of experiments.

Model F1 Score Accuracy
XgBoost 0.60 63
BiLSTM 0.65 73
ALBERT 0.70 78
RoBERTa 0.74 82

Table 2: F1-scores and Accuracies for different classification
models trained on Train dataset and validated on Validation
dataset

Generate Weak Labels for Unlabelled Data In the second
step, we leveraged the teacher model selected in the previous step
to extract weakly labeled samples for the Unlabelled dataset to
augment the training dataset. To reduce the probability of selecting
mislabeled samples, we set an empirical threshold of 95% confidence
in the label prediction as the criteria to accept a sample into the
pool of training samples, thus, obtaining 93,820 additional training
samples

Model Parameters (in millions)
ALBERT(base) 11
distilBERT(base) 66
distilRoBERTa(base) 82
RoBERTa(base) 125
RoBERTa(large) 355

Table 3: Comparison of the number of parameters among
different BERT-based models. ALBERT has the fewest num-
ber of parameters

Leverage Knowledge Distillation to train a Student model
Due to productionization constraints on number of parameters in

the model , ALBERT(base) with 1̃1 million parameters was chosen
as the student model from the set of SOTA models. The detailed
comparison of the number of parameters can be found in Table 3.
The label data generated from the Teacher model (as described in
the previous sub-section) was further used to “teach” the student
models. The student model R-ALBERT was first fine-tuned on the
labelled Train dataset used to train the teacher and then further
fine-tuned making use of the 3 strategies described in Section 3.
This student model performed the best and even better than the
teacher model on our Validation dataset. A Similar model behavior
was observed in [8] and we plan to perform detailed analyses on
this in future work.

Reproducibility We considered the 20Newsgroup [32] dataset
to validate the reproducibility of our proposed approach on publicly
available datasets.

Model F1 Score Accuracy
R-ALBERT - OHE 0.72 83
R-ALBERT - KL 0.73 84

Table 4: Comparison of F1-scores and accuracies on the in-
ternal benchmark using different approaches.We can notice
that R-ALBERT with KL divergence performs better than R-
ALBERT with OHE

Model 1 Model 2 Chi-square p-value (<)
ALBERT RoBERTa 2185.71 2.2e-16
R-ALBERT-KL R-ALBERT-OHE 955.61 2.2e-16
R-ALBERT-KL RoBERTa 955.61 2.2e-16

Table 5: Stuart-Maxwell Test shows that the performance im-
provements on accuracywithR-ALBERT-KL are statistically
significant. here, the performance of Model 1 is compared
with that of Model 2

5 RESULTS
As shown in Table 4, the Student model tends to perform better than
its base version (without the Teacher). We validate the statistical
significance of the performance improvement using Stuart-Maxwell
Test [24, 36]. As shown in Table 5, the performance improvement
of R-ALBERT-KL over the base models are significant. Moreover,
we observe that our approach achieved similar performance when
compared to human annotated data, despite the change in data
distributions and textual patterns. Also, from Table 6, we observe
that the given method is reproducible on the 20Newsgroup dataset.

Model F1-score Accuracy (%)
ALBERT 0.63 65
R-ALBERT-KL 0.70 73
RoBERTa 0.88 87

Table 6: F1-scores on the 20Newsgroup dataset with 8,073
train samples, 7,037 weakly labeled samples (after 95%
threshold) and 805 samples
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Moreover, we observe that the distillation over RoBERTa’s predic-
tions gave an improvement of 8% when compared to fine-tuning
only on the labelled dataset.

6 CONCLUSION
In this paper, we explored a generalised framework that combined
proxy labelling with distillation on transformer based architectures.
Here “students” can be made better with the help of the weak labels
generated by a good “teacher”. Given an industry setting focused on
effective utilisation of resources, the proposed approach will pave
the path for more research on reducing manual labelling and model
size in the future. Furthermore, we also noted that the proxy labels
generated gave comparable performance to human labelled data.
Our current model is deployed and is handling category prediction
at scale. An open area of research worth exploring is the multi-
category classification within our framework.
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